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Abstract. In this paper, it is presented a novel method based on an
alpha-beta convolution model, to be used at transformation stage in an
image compression system. This method takes the alpha-beta�s associa-
tive memories theory and is applied to a set of images in grayscale. Since
these associative memories are used for data with binary inputs and out-
puts, it is also presented a modi�cation to the original alpha and beta
operators in order to be applied directly to the the pixel values of an im-
age. The proposed method is applied as a traditional convolution, with
the di¤erence that instead of making sums of products, there are per-
formed maximum or minimum operations of the alphas and betas. The
Shannon entropy is used to measure the amount of bits of information
contained in the images. The traditional images transform usually do
not provide any kind of compression and they also use complex opera-
tions. Therefore, this new method represents an advantage by o¤ering a
lower amount of entropy in the transformed image that in the original
image by making use of simple operations such as addition, subtraction,
minimums, and maximums.

1 Introduction

The imminent growth in the amount of the existing information has given the
guideline to think on mathematical methods that help us to represent the infor-
mation in a compact manner, reducing the number of bits used for its representa-
tion. For this reason, data compression systems and, in a particular case, image
compression systems have been created. There exists lossless image compression
systems, whose stages are: transformation and coding; as well as image compres-
sion systems, whose stages are: transformation, quantization and coding [5], [13].
Although there are a large number of image transforms, the most common one
is the DCT (Discrete Cosine Transform). The DCT was proposed by Ahmed,
Nataraj and Rao in 1974 [1]. It is a transform that is applied to blocks of pixels
of an image, each block is usually constituted by 8 x 8 or 16 x 16 pixels, and it
consists in a bijective function that maps one to one the image values allowing
DCT to be reversible, thus there is no loss of information, but it does not com-
press the image neither [10], [17]. From the early 80s, the CCITT (Consultative
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Committee for International Telegraphy and Telephony) and ISO (International
Organization for Standardization) began to work together in order to develop an
international standard for image compression, which was achieved in 1992 with
the acronym JPEG (Joint Photographic Experts Group) [9], [20] that uses the
DCT in its transformation stage. From this date, diverse modi�cations have been
developed to the DCT for its fast implementation, such as Chen [4], who takes
advantage of the symmetry of the cosine function to reduce the needed opera-
tions to implement the transform. Subsequently, Arai [3] develops the DCT only
taking into consideration the real part of a DFT (Discrete Fourier transform)
and using the FFT (Fast Fourier Transform) algorithm that was proposed by
Winogard in [22]. In addition there have been new developments for the DCT
which can be consulted in [12], [15], [16] and [24]. In Shannon information theory
[18], the quantity of information is de�ned as a probabilistic process, taking the
image as the information source; denoted by S with n elements s1; s2; : : : ; sn and
i = 1; 2; : : : n, its entropy is de�ned as:

H (S) = �
X
i

P (si) log2 (P (si)) (1)

for this reason, it is used the Shannon entropy as a measure to know the amount
of bits which represent each image in this paper.
This paper is organized as follows: in section 2 it is shown the theoretical

framework for the development of the new method, section 3 describes the pro-
posed method. The results and conclusions are shown in section 4 and section
5, respectively.

2 Theoretical Support

This paper presents a new method based on a modi�cation of the original al-
gorithm of the alpha-beta associative memories [23], and focuses in the image
transformation stage. This section shows the theory which is the base for the
proposed method.

2.1 Associative memories

The AM (Associative memories) [8] are pattern recognition�s algorithms, whose
purpose is to recover full patterns from input patterns that could be altered.
Input patterns are represented by column-vectors x and output patterns by
column-vector y. For each input pattern x, there is one and only one output
pattern y, forming an association as an ordered pair: (x;y). The set of the p
pattern associations is named fundamental association set or simply fundamental
set, with � = 1; 2; : : : ; p, and it is represented as:

f(x�;y�) j� = 1; 2; : : : pg (2)

The operation of an AM is divided into two phases: the learning phase, where
input patterns x are associated with their corresponding output patterns y to
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generate the associative memory; and the recovery phase, in which we introduce
a pattern x as the input to the memory, and as result we expect to receive a
corresponding pattern y in the outcome. There are two types of AM which are
classi�ed according to the nature of their pattern: auto-associative memories
and hetero-associative memories. The memory is auto-associative if it ful�lls
that 8�;x� = y�, i.e. each input pattern is equal to its corresponding output
pattern; on the other hand, the memory will be hetero-associative if it is true
that 9� 2 f1; 2; : : : ; pg jx� 6= y�, i.e. if there exists at least an input pattern
di¤erent to its corresponding output pattern.
Traditional models of AM, such as Lernmatrix [19], Correlograph [21], as

well as Linear Associator [2], [11] operate within the theory of arti�cial neuron
model of McCulloch and Pitts [14]. That is,its operation is based on sums of
products. In addition there are the morphological AM [6] and the alpha-beta
AM [23] which are the only ones that are handled outside of this theory and
instead of sums of products, they use maximums (or minimums) values of the
sums, in the case of the morphological; and maximum (or minimum) of alphas
and betas, in the case of the alpha-beta.

2.2 Convolution

On the other hand, in the theory of image processing, convolution is widely used.
The convolution of an image is an operation in the spatial domain, i.e., a method
which operates directly on the value of the pixels in the image. To perform a
convolution is required to de�ne a mask, also called window, whose choice of
values should be carefully taken; the mask is usually 3px�3px. Convolution can
be expressed as follows:

g (x; y) = T [f (x; y)] (3)

where f(x; y) is the input image, g(x; y) is the output image and T is an op-
erator in f that is de�ned on speci�c neighbors points to (x; y); we will place the
mask on each of these points to make the necessary operations. These operations
consist of multiplying the pixels in the neighborhood (x; y) with the coe¢ cients
of the mask, adding the results to obtain the response in the pixel (x; y) of the
resulting image [7].
Note that in both the classical AM models, and the convolution of images

there are used sums of products; in the case of the alpha-beta AM, to its op-
eration the sum of products is changed to maximums (or minimums) of alpha
and betas. For the development of this work, it was thought to exchange the
traditional function of convolution for a new method that is implemented as a
convolution based on maximum or minimum of alfas and betas.

2.3 Alpha and beta operations

The alpha-beta AM [23] uses maximums and minimums and two binary oper-
ations proposed speci�cally: alpha (�) and beta (�), that establish the name
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of alpha-beta AM. In order to make the de�nition of the binary operations al-
pha and beta, there should be speci�ed the set A and the set B beforehand, as
following:

A = f0; 1g and B = f0; 1; 2g (4)

Binary operation � : A�A! B is de�ned as:

Table 1 � : A�A! B

x y � (x; y)
0 0 1
0 1 0
1 0 2
1 1 1

Binary operation � : B �A! A is de�ned as:

Table 2 � : B �A! A

x y � (x; y)
0 0 0
0 1 0
1 0 0
1 1 1
2 0 1
2 1 1

3 Proposed method

As can be shown, in Table 1 and Table 2, the alpha and beta operators could
only handle binary inputs and outputs, hence it was required to extend them
in order to handle real-valued numbers and thus operate directly over the pixel
value of an image.
The new operation �R : R� R �! R is de�ned as

�R (x; y) = x� y + 1 (5)

The alpha-beta AM can be max type and min type; besides, the method
proposed in this paper can operate both types: max or min. Thus, the operation
�R : R � R �! R has an operation for each type of recovery, max (�_R) or min
(�^R), as follows:

If x = y �! �R (x; y) = 1 (6)

�_R (x; y) = y � jxj � 1 (7)

�^R (x; y) = x� jyj � 1 (8)
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De�nition 1. Let A = [aij ] be a matrix of size m � n representing an image,
and let sb = [sbij ] be a matrix d � d -dimensional and represents an image
sub-block of A, such as:

sbij = aritj (9)

where i; j = 1; 2; : : : ; d, r = 1; 2; : : : ;m, t = 1; 2; : : : ; n, and sbij = aritj repre-
sents the pixel value given by coordinates (r + i; t+ j), where (r; t) and (r + d; t+ d)
are the beginning and the end of the sub-block, respectively.

De�nition 2. Let A = [aij ] be a matrix of size m�n that represents an image.
The value denoted by " is a value greater than the maximum value that could
assume a pixel of an image, thus:

" >
_
8i;j

aij (10)

De�nition 3. Let sb = [sbij ] be a matrix d� d -dimensional and represents an
image sub-block, and let " >

W
8i;j

sbij be a value greater than the maximum value

that could assume a pixel of the sub-block sb. The transformation mask of
max type, denoted as mt_ =

�
mt_ij

�
h�h, is initialized to 0, except for its central

pixel that assumes the value ", when the max type (�_R) is used:

mt_ij =

�
"
0
central pixel
other case

(11)

De�nition 4. Let sb = [sbij ] be a matrix d� d -dimensional and represents an
image sub-block, and let " >

W
8i;j

sbij be a value greater than the maximum value

that could assume a pixel of the sub-block sb. The transformation mask of
min type, denoted as mt^ =

�
mt^ij

�
h�h, is initialized to 0, except for its central

pixel that assumes the value �", when the min type (�^R) is used:

mt^ij =

�
�"
0
central pixel
other case

(12)

By means of simplicity, in the following de�nitions, the notation of the sub-
block sb = [sbij ] and the transformation mask (either if is max or min) mt =
[mtij ] as coordinates, thus, [sbij ] = sb(i; j) y [mtij ] =mt (i; j).

De�nition 5. Let sb = [sbij ] be a matrix of size d � d representing an image
sub-block, let mt_ = [mt_rt]h�h be a transformation mask max type, and let
t = [tij ] be the transformed sub-block; the alpha max convolution operation�
��max

�
sb;mt_

��
, is expressed as:

t (i; j) = ��max
�
sb;mt_

�
=

a_
i=�a

b_
j=�b

�R (sb (i+ r; j + t) ;mt
_ (r; t)) (13)

where a = h�1
2 and b = h�1

2 .
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De�nition 6. Let sb = [sbij ] be a matrix of size d � d representing an image
sub-block, let mt_ = [mt_rt]h�h be a transformation mask max type, and let
t = [tij ] be the transformed sub-block; the beta min convolution operation�
��min

�
sb;mt_

��
, is expressed as:

t (i; j) = ��min
�
sb;mt_

�
=

â

i=�a

b̂

j=�b
�^R (sb (i+ r; j + t) ;mt

_ (r; t)) (14)

where a = h�1
2 and b = h�1

2 .

De�nition 7. Let sb = [sbij ] be a matrix of size d � d representing an image
sub-block, let mt_ = [mt_rt]h�h be a transformation mask max type, and let
t = [tij ] be the transformed sub-block; the alpha min convolution operation�
��min

�
sb;mt^

��
, is expressed as:

t (i; j) = ��min
�
sb;mt^

�
=

â

i=�a

b̂

j=�b
�R (sb (i+ r; j + t) ;mt

^ (r; t)) (15)

where a = h�1
2 and b = h�1

2 .

De�nition 8. Let sb = [sbij ] be a matrix of size d � d representing an image
sub-block, let mt_ = [mt_rt]h�h be a transformation mask max type, and let
t = [tij ] be the transformed sub-block; the beta max convolution operation�
��max

�
sb;mt^

��
, is expressed as:

t (i; j) = ��max
�
sb;mt^

�
=

a_
i=�a

b_
j=�b

�_R (sb (i+ r; j + t) ;mt
^ (r; t)) (16)

where a = h�1
2 and b = h�1

2 .

Alpha-beta convolution transform algorithm

1. As usual on traditional image transforming methods, the alpha-beta con-
volution method proposed in here, is applied individually to an image sub-
blocks of size d � d. The image denoted as A = [aij ]m�n is divided into
� = (m=d) � (n=d) sub-blocks sb!j! = 1; 2; : : : ; �, where m and n are the
image height and width respectively, aij is the ij � th pixel of image with
a 2 f0; 1; 2; : : : ; L� 1g being L the number of bits that represents the value
of a pixel.

2. Initialize to 0 all values in the resulting image T = [tij ]m�n.
3. Create the transforming mask mt depending on the desired usage: max or
min, according to the De�nition 2, De�nition 3 and De�nition 4.

4. Apply the alpha max (or min) convolution to each sub-block according to
the De�nition 5 and De�nition 7 and place the outcome on resulting image
T. ut
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Inverse alpha-beta convolution transform algorithm

1. The inverse alpha-beta convolution method, is applied individually to the
sub-blocks of transformed image T.

2. Initialize to 0 all values in the resulting recovered image A0 =
�
a0ij
�
m�n.

3. Locate each sub-block of the transformed imageT and apply the beta min (or
max) convolution according to the De�nition 8 and De�nition 6, using the
same transforming mask used in the alpha-beta convolution transform
algorithm and place the outcome on recovered image A0. ut

Since each time the mt is created, the maximum value of the current sub-
block is taken, it is required to store every maximum in a vector.

4 Results

a) b) c) d)

Fig. 1 Aerial image (a), with sub-block di¤erent sizes: 4 � 4 (b), 8 � 8 (c),
16� 16 (d).
In order to measure the proposed transform, a comparison between the orig-

inal and the transformed image was performed using the Shannon entropy [18].
The method presented in this paper was applied to a set of 20 images widely
used in many other papers, and was applied varying the size of sb (4� 4, 8� 8,
16 � 16) for each image, obtaining 60 transformed images. The set of testing
images are grayscale, and 8 bits/pixel, and have di¤erent sizes.

a) b) c) d)

Fig. 2 Baloon image (a), with sub-block di¤erent sizes: 4�4 (b), 8�8 (c), 16�16
(d).
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a) b) c) d)

Fig. 3 Girl image (a), with sub-block di¤erent sizes: 4� 4 (b), 8� 8 (c), 16� 16
(d).

a) b) c) d)

Fig. 4 Lenna image (a), with sub-block di¤erent sizes: 4�4 (b), 8�8 (c), 16�16
(d).

Figures 1 to 6 show the original image (a) and some transformed images using
4� 4 sub-block size at (b), 8� 8 sub-block size at (c), and 16� 16 sub-block size
at (d). The results that compare the entropy between the original image versus
the transformed images are shown at Table 3.

a) b) c) d)

Fig. 5 Peppers image (a), with sub-block di¤erent sizes: 4 � 4 (b), 8 � 8 (c),
16� 16 (d).

358   A. Alarcón-Paredes, E. Ventura-Molina, O. Pogrebnyak, and A. Arguelles-Cruz



a) b) c) d)

Fig. 6 Zelda image (a), with sub-block di¤erent sizes: 4�4 (b), 8�8 (c), 16�16
(d).

Table 3. Entropy results with di¤erent sb sizes.
Image Size Entropy Entropy 4� 4 Entropy 8� 8 Entropy 16� 16
Aerial 2048� 2048 7:1947 5:7846 6:4473 6:8813
Baboon 512� 512 7:3577 6:4610 6:9275 7:1501
Baloon 720� 576 7:3459 3:8442 4:7928 5:6843
Barbara 720� 576 7:4838 5:7309 6:3724 6:8072
Bike 2048� 2560 7:0219 5:3234 6:0152 6:5303
Board 720� 576 6:8280 4:5892 5:3763 6:2891
Boats 512� 512 7:1914 5:5520 6:2688 6:8104
Couple 512� 512 7:2010 5:3092 6:0276 6:5776
Elaine 512� 512 7:5060 5:1970 5:8841 6:5101
F-16 512� 512 6:7043 4:8730 5:5588 6:0325
Girl 720� 576 7:2878 5:0300 5:8262 6:4912

Goldhill 720� 576 7:5300 5:3532 6:1223 6:6593
Hotel 720� 576 7:5461 5:4036 6:2258 6:9116
Lenna 512� 512 7:4474 5:1027 5:8879 6:5444
Man 512� 512 7:1926 5:5016 6:3273 6:9066
Peppers 512� 512 7:5943 5:1029 5:9029 6:662
Sailboat 512� 512 7:4847 5:7920 6:5942 7:1399
Ti¤any 512� 512 6:6002 4:7339 5:3748 5:8841
Woman 2048� 2560 7:2515 5:4033 6:0797 6:5413
Zelda 720� 576 7:3335 4:5692 5:3577 6:1714

The data contained in the table refers to the image dimensions in pixels,
entropy of the original image (Entropy), the entropy of the transformed image
using a mt of 4�4 pixels (Entropy 4�4), the entropy of the transformed image
using a mt of 8� 8 pixels (Entropy 8� 8), and the entropy of the transformed
image using a mt of 16� 16 pixels (Entropy 16� 16). The transformation stage
of an image compressor does not provide any information reduction, its main
purpose is to make easier the compression at following steps (quantization and
coding). Since the alpha-beta convolution transform provides information reduc-
tion, it is clear that represents an advantage over the traditional transforming
methods, besides the method proposed in this paper uses very simple operations
such as addition, substraction, minimums and maximums (comparisons).
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5 Conclusions

The modi�ed alpha and beta operators are capable to handle real valued inputs
and may be used as well in image processing, and it is clear the next step could
be the use of modi�ed alpha-beta associative memories to perform the image
transform.
By replacing the sums of products in traditional convolution with the maxi-

mums or minimums of alpha and beta, was possible to create an alternative for
image transform in an image compression system, o¤ering low computational
cost by means of using simple operations.
The experimental results show that the alpha-beta convolution transform is

reversible, that is, this new method has no information loss. Although 8 de�n-
itions were presented, it is needed the proposition and demonstration of some
lemmas or theorems is required in order to formally prove this method is re-
versible.
As mentioned, the transformation stage in an image compression system

does not provide any compression to images, so since the method proposed in
this paper o¤ers a smaller entropy on the transformed images, it also represents
an advantage for the quantization and coding stages in an image compression
system.
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